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Abstract—The goal of this project was to detect the move
sequence of a boulder using bouldering videos.
We were provided a dataset of videos. In this dataset, we first
selected good videos and stabilised them. We then labeled all the
usable videos for further preproccessing like cropping, cutting or
taking a screenshot for visualization. Afterward, we ran a pose
estimation algorithm in order to get the coordinates of the body
parts of the climbers. We used this data to detect the moves of the
boulder problem and we found the sequence using a clustering
algorithm. Finally, we implemented some visualization functions
to show our results.
We were pretty impressed with our results, the program outputs
the right move sequence.

I. INTRODUCTION

Bouldering is a form of climbing where the climber climbs
small rock formations or artificial rock walls without the
use of ropes. In 2016, the International Olympic Committee
(I0C) officially approved climbing including bouldering as
an Olympic sport. Bouldering problems” have their own
solution, and to successfully climb it the climber need to work
it out. This solution can be seen as a move sequence the
climber has to do to reach the top. A move sequence consists
of the order in which the climber has to take the holds and
which body part he has to use for the different holds. Working
with the Swiss Olympic Climbing team lead, we set out to
detect and visualize the move sequence of a climber based on
a video. This can later be useful to compare holds between
a succesful climb and a failed one, to label a dataset or train
a more complex model. There is little previous research we
could find in this field, the most relevant one was an unfinished
project [[1] which aims at predicting the positions of the holds
on the climbing wall given a picture.

II. DATASET
A. Original

Urs Stocker (Swiss Olympic team leader, and formerly
German Olympic team leader) provided us with a dataset of
bouldering videos. These videos are from between 2017 and
2021 and are recordings of German athletes during bouldering
competitions. The dataset is composed of 3307 videos.

B. Preprocessing

Some videos were not stable, or of bad quality. Thus,
a very important part of the project was the selection and
the preprocessing. Those steps are described in the following
sections.
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1) Selecting the data: The first step was to remove unusable
videos. By watching all the videos, we selected the static and
not blurry videos. To avoid having too few videos (as almost
all the videos were not static, i.e. the camera was moving),
we also kept semi-static videos. We removed the videos where
a person is passing in front of the camera at some moments.
Finally, all the kept videos have been sorted in different folders
to have one folder per boulder problem.

2) Stabilisation: As most of the remaining videos were not
static, stabilisation was required to obtain a good final result.
Indeed, the move sequence is in the end printed on a screenshot
of the video, and if the camera is moving, the holds are not
always at the same place during the video. As the dataset is
hosted on Google Drive and is too heavy to be downloaded,
we had to work with Colab and to perform the stabilisation
with python. This has been done using the VidStab library
than can be plugged-in with FFmpeg. The parameter used
is ’smoothing=0’ to simulate a static camera. Using OS and
Subprocess libraries, we have been able to run the VidStab
batch command to all the videos in all subfolders.

3) Data labeling: In order to have some metadata about
each video, we had to watch the stabilized videos to fill
an Excel sheet with different information. We reported the
filename, the gender of the climber, its name, the success level
(if the climber failed, reached the zone, or reached the top),
and the competition. This allowed us to remove the videos
where stabilisation failed, i.e. when the video is still too shaky.
For videos with multiple climbing attempts, we also reported
time_start and time_end in order to crop the video to
keep only one attempt. For videos with multiple climbers in
it, or with other visible persons, we also reported crop_x,
crop_x_side, crop_y and crop_y_side. Indeed, as we
will see later, pose estimation works better when only one
person is visible. We used the following convention:

e crop_x/y is a percentage of what we want to keep.

e crop_x_side/y_side can take the following values:

"left’, ‘right’, ’center’ for x, and ’top’, ’bottom’, ’center’
for y.
To be clearer, here are two examples:
- X: 60% right and y: 100% center means that we keep all the
height but only the 60% on the right side (i.e. we remove the
40% of the image on the left).
- x: 80% center and y: 80% top means that we remove 10%
on the left, 10% percent on the right (so we keep 80% of the
width in the center), and we remove 20% on the bottom of
the image (we keep 80% of the height).
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